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Introduction



What is a Jet?

Produce jets of hadronsEnergetic quarks and gluons 
radiate and hadronize
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What is a Jet?

Energetic quarks and gluons produce jets of hadrons
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• Repeatedly cluster nearest “particles” 

• Cut off by jet “radius”

Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,
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• Repeatedly cluster nearest “particles” 

• Cut off by jet “radius” 

• Default at LHC: anti-

Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
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Clustering Algorithms

I Define jets by repeatedly clustering nearest “particles”: pi, pj ! pi + pj

up to some jet size R

I Default at LHC: anti-kT [Cacciari, Salam, Soyez]

Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four di�erent jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
di�erent algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
di�use radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y � � distance �12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(�12) is �R2 when �12 = 0, but changes when
�12 is increased. In contrast, since the boundaries of anti-kt jets are una�ected by soft radiation,
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Jets at the LHC

• Most measurements involve jets as signal or background
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• Bin by jet multiplicity to improve background rejection 

• Large logarithms lead to large theory uncertainties

Jet Cross Sections

(Berger, Marcantonini, Stewart, Tackmann, WW; Banfi, Monni, Salam, Zanderighi;  
Becher, Neubert, Rothen; Stewart, Tackmann, Walsh, Zuberi; Liu, Petriello; …)

�(H + 0 jets) / 1� 6↵s

⇡
ln2

pcutT

mH
+ . . .

(ATLAS-CONF-2013-030)
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FIG. 6. Jet multiplicity distributions for all jets (nj) and b-tag jets (nb). The plots are made after applying the pre-selection
criteria common to all nj categories (see Table IV). See Fig. 5 for plotting details.

the magnitude of the dilepton momentum p ``
t is expected to be small in DY events. A requirement of p ``

t > 30GeV
reduces the DY contribution while retaining the majority of the signal events, as shown for the eµ sample in Fig. 7a.
After these criteria the DY background is su�ciently reduced in the eµ sample, but still dominates in the ee/µµ one.

In the latter sample, a requirement of pmiss (trk)

t,rel > 40GeV provides further DY rejection.
Discriminating between the continuum WW production and the resonant Higgs boson production processes exploits

the spin-0 property of the Higgs boson, which when combined with the V-A nature of the W -boson decay leads to
a small opening angle between the charged leptons (Sec. II). A requirement of ��`` < 1.8 reduces both WW and
DY background, while retaining 90% of the signal. A related requirement of m`` < 55GeV combines the small lepton
opening angle with the kinematics of a low-mass Higgs boson (at mH =125GeV). The m`` and ��`` distributions
are shown in Fig. 7b and Fig. 7c.

An additional discriminant, f
recoil

, based on soft jets is defined to reduce the remaining DY contribution in the ee/µµ
sample. The DY background passes the event selection primarily when the measurement of the energy associated with
partons from initial state radiation is underestimated, resulting in an apparent imbalance of transverse momentum
in the event. To further reduce such mis-measured DY events, jets with p j

t > 10GeV, within a ⇡/2 wedge in � (^)
centered on �p ``

t , are used to define a fractional jet recoil relative to the dilepton transverse momentum:

f
recoil

=
����

X

jets j in^
jvf j · p j

t

����

�
p ``
t . (4)

To suppress the contribution from jets originating from pileup interactions, the jet transverse momenta are weighted
by their associated jvf value. The f

recoil

distribution is shown in Fig. 7d; a requirement of f
recoil

< 0.1 in the ee/µµ
sample reduces the DY background in this final state by a factor of seven.

The signal and background yields at each stage of selection are shown in Table V. The yields in the range
3

4

mH <mt<mH are also shown. This region contains the majority of the signal but a reduced background con-
tribution.

B. nj =1 jet category

Allowing for the presence of a jet significantly increases the background from top-quark production. Since top
quarks decay to Wb, jets with jets with pt> 20GeV are rejected if they are identified as containing a b-quark (nb = 0,
see Fig. 6c). With this requirement the WW and DY processes once again dominate, as shown in Table VI.
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criteria common to all nj categories (see Table IV). See Fig. 5 for plotting details.

the magnitude of the dilepton momentum p ``
t is expected to be small in DY events. A requirement of p ``

t > 30GeV
reduces the DY contribution while retaining the majority of the signal events, as shown for the eµ sample in Fig. 7a.
After these criteria the DY background is su�ciently reduced in the eµ sample, but still dominates in the ee/µµ one.

In the latter sample, a requirement of pmiss (trk)

t,rel > 40GeV provides further DY rejection.
Discriminating between the continuum WW production and the resonant Higgs boson production processes exploits

the spin-0 property of the Higgs boson, which when combined with the V-A nature of the W -boson decay leads to
a small opening angle between the charged leptons (Sec. II). A requirement of ��`` < 1.8 reduces both WW and
DY background, while retaining 90% of the signal. A related requirement of m`` < 55GeV combines the small lepton
opening angle with the kinematics of a low-mass Higgs boson (at mH =125GeV). The m`` and ��`` distributions
are shown in Fig. 7b and Fig. 7c.

An additional discriminant, f
recoil

, based on soft jets is defined to reduce the remaining DY contribution in the ee/µµ
sample. The DY background passes the event selection primarily when the measurement of the energy associated with
partons from initial state radiation is underestimated, resulting in an apparent imbalance of transverse momentum
in the event. To further reduce such mis-measured DY events, jets with p j

t > 10GeV, within a ⇡/2 wedge in � (^)
centered on �p ``

t , are used to define a fractional jet recoil relative to the dilepton transverse momentum:

f
recoil

=
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X
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t . (4)

To suppress the contribution from jets originating from pileup interactions, the jet transverse momenta are weighted
by their associated jvf value. The f

recoil

distribution is shown in Fig. 7d; a requirement of f
recoil

< 0.1 in the ee/µµ
sample reduces the DY background in this final state by a factor of seven.

The signal and background yields at each stage of selection are shown in Table V. The yields in the range
3

4

mH <mt<mH are also shown. This region contains the majority of the signal but a reduced background con-
tribution.

B. nj =1 jet category

Allowing for the presence of a jet significantly increases the background from top-quark production. Since top
quarks decay to Wb, jets with jets with pt> 20GeV are rejected if they are identified as containing a b-quark (nb = 0,
see Fig. 6c). With this requirement the WW and DY processes once again dominate, as shown in Table VI.
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(ATLAS-CONF-2013-052)

• New heavy particles could produce boosted top, W, Higgs  
     decay products lie within one “fat” jet 

• Distinguish from QCD jets using jet substructure 

• Avoids combinatorial background

Jet Substructure for Boosted Objects

9

(a) e+jets event

(b) µ+jets event

Figure 13: Event display for (a) mreco
tt̄ = 2.6 TeV e+jets (b) mreco

tt̄ = 2.5 TeV µ+jets tt̄ candidate events.
The upper left panel displays a transverse (X−Y) view of detector and objects, while the lower left panel
shows the longitudinal (R − z) view. In these two views, jets are represented by circular sectors with
their lengths proportional to the transverse energies. Green jets are reconstructed with R = 0.4, while
red jets are reconstructed with R = 1. The b-tagged R = 0.4 jets are labelled with blue bars. An η − φ
view of the same event is shown in the upper right panel, with the lego-plot of calorimeter energy in the
lower right panel. In this plane, jets are represented by solid circles of the same color scheme, while
the b-tagged ones are labelled by concentric blue circles. The red dashed circle represents the missing
transverse momentum. The area of the circles are proportional to the transverse energy or momentum of
the physics objects.

28

Hadronic decay of top quark



• One leptonic and one hadronic top 

• Boosted analysis crucial for large 

Top Tagging in
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Figure 10: Observed and expected upper cross section limits times the tt̄ branching ratio on (a) Z′

bosons and (b) Kaluza–Klein gluons. The resolved and the boosted selections have been combined
in the estimation of the limits. Both systematic and statistical uncertainties are included.

of the nuisance parameters which decrease the estimated high-mass background in all channels and the
small excess in the boosted electron channel is amplified, leading to weaker observed limits than expected
limits.

Table 3: Upper 95% CL cross section limits times branching ratio on a leptophobic topcolor Z′ decaying
to tt̄, using the combination of all four samples. The observed and expected limits for each mass point
are given, as well as the ±1σ variation of the expected limit. The second column gives the theoretical
predictions with the 1.3 K-factor to account for NLO effects.

Mass (TeV) σ× BR ×1.3 [pb] Obs. (pb) Exp. (pb) −1σ (pb) +1σ (pb)
0.50 23. 5.30 4.99 1.50 10.7
0.75 5.6 2.17 1.00 0.249 1.87
1.00 1.6 0.406 0.335 0.091 0.674
1.25 0.57 0.187 0.160 0.064 0.323
1.50 2.1×10−1 0.148 0.096 0.041 0.198
1.75 0.087 0.066 0.030 0.137
2.00 3.9×10−2 0.078 0.055 0.023 0.117
2.25 0.078 0.045 0.021 0.103
2.50 6.9×10−3 0.081 0.035 0.017 0.081
3.00 1.5×10−3 0.083 0.019 0.010 0.053

11 Summary

A search for tt̄ resonances in the lepton plus jets decay channel has been carried out with the ATLAS
experiment at the LHC. The search uses a data sample corresponding to an integrated luminosity of
14.3 fb−1 of proton-proton collisions at a center-of-mass energy of 8 TeV. The tt̄ system is reconstructed
in two different ways. For the resolved selection, the hadronic top quark decay is reconstructed as two
or three R = 0.4 jets, and for the boosted selection, it is reconstructed as one R = 1.0 jet. No excess

17

Z 0 ! tt̄

mjet > 100 GeV. An additional jet substructure requirement is made; the large-radius jet is reclustered
with the exclusive kt jet algorithm [60] and the first kt splitting scale,

√
d12, must satisfy

√
d12> 40 GeV.

This splitting scale is expected to have higher values for jets that have two hard subjets, such as jets that
fully enclose the decay products of hadronically decaying top quarks, than for other jets. Furthermore the
large radius jet must be well separated from the lepton and selected small-radius jet: ∆R(jet, jsel) > 1.5
and ∆φ(jet, ℓ) > 2.3. Finally, there must be at least one small-radius jet which is b-tagged.

Events that fail the boosted selection are subsequently examined using the resolved selection criteria.
In the resolved selection, the event must have at least four small-radius jets satisfying pT > 25 GeV,
|η| < 2.5 and with jet-vertex-fraction larger than 0.5. Alternatively events with only three small-radius
jets are accepted if one of those jets has mass greater than 60 GeV. As in the boosted selection, there
must be at least one small-radius jet that is b-tagged.

Two typical events selected by the boosted selection are displayed in Appendix C. These events also
fulfill the requirement of the resolved selection.

Thus events are placed into one of four disjoint categories corresponding to the e+jets (where one
W decays to electron and neutrino) and µ+jets (where one W decays to muon and neutrino) decay chan-
nels and either boosted or resolved reconstruction selection criteria. The efficiency4 of the selection on
simulated Z′ → tt̄ events is shown as a function of the invariant mass, at parton level5, of the top and
antitop pair (mtt̄) in Figure 1. The boosted selection becomes important above 1 TeV. Further efficiencies
for different subselections are shown in Appendix B.
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Figure 1: The selection efficiency as a function of the true mtt̄ for Z′ → tt̄ events. The µ+jets channel is
shown with gray lines and the e+jets channel with black lines. Dashed lines show the boosted selection
and solid lines the total selection efficiency. The error bars indicate statistical uncertainties.

6 Event reconstruction

The tt̄ candidate invariant mass, mreco
tt̄ , is computed from the four-momenta of the physics objects in

the event. For the semileptonically decaying top quark, in both the resolved and the boosted selections,

4This efficiency includes both geometrical acceptance and the object selection efficiency within the fiducial region.
5In this case the parton level top quarks are those in the Pythia event record immediately before they decay.
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Jet Substructure for Quark/Gluon Discrimination

• New physics often more quarks than QCD backgrounds 

• Extensive Pythia study  (Gallicchio, Schwartz) 

• Charged hadron multiplicity and jet “girth” are good 

• More variables only give  
marginal improvement
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FIG. 2: 2D Histograms of the two best observables, along with the likelihood formed by combining them bin-by-bin.

of this figure, we show the 2D bin-by-bin likelihood dis-
tribution. Given these variables, the discriminant that
achieves optimal gluon rejection for a fixed quark effi-
ciency is a simple cut on the appropriate likelihood con-
tour. Cutting out the top-right corner, for example, elim-
inates the most egregiously gluey jets. In practice, this
can be pre-computed or measured in each jet pT window.
As part of jet energy scale calibrations, Atlas [22] has
measured these two variables in dijet, γ-jet, and multi-
jet samples and used them individually to determine the
flavor composition to 10% precision.
The same method can be applied for more than 2 ob-

servables, but then the exact likelihood becomes impos-
sible to map efficiently with limited training samples. A
multivariate technique like Boosted Decision Trees can
be employed to approximate this multidimensional like-
lihood distribution, as explained in [18].
In summary, quite a number of single variables do com-

parably well, while some (like pull or planar flow) do
quite poorly at gluon tagging. We examined many com-
binations of observables, and found significant improve-
ment by looking at pairs, but only marginal gains be-
yond that. The results for the gluon rejection as a func-
tion of quark efficiency are shown for a number of the
more interesting observables and combinations in Fig-
ure 3 for 200GeV jets. The relative performance of
variables changed little with pT even though the op-
timal cuts do. Definitions and distributions of these
variables, and thousands of others, can be found on
http://jets.physics.harvard.edu/qvg. Good pairs
of variables included one from the discrete category de-
scribed above, such as particle count, and one more con-
tinuous shape variable, like the linear radial moment
(girth).
As an example using these curves to estimate the im-

provement in a search’s reach, consider X → WW →
qq̄qq̄ whose background is mostly 4-jets from QCD, each
of which is a gluon 80% of the time [3]. By operating at
60% quark efficiency, only 1/10th of gluons pass the tag-
ger, which means (20%)4 of the total QCD background
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FIG. 3: Gluon rejection curves for several observables as a
function of Quark Jet Acceptance. The results for 200GeV
Jets are shown, but other samples give similar results. The
best pair of observables is charged track multiplicity and lin-
ear radial moment (girth). The best group of five also includes
jet mass for the hardest subjet of size R=0.2, the average kT
of all Rsub=0.1 subjets, and the 3rd such small subjet’s pT
fraction.

passes. One measure of statistical significance in a count-
ing experiment is S/

√
B, perhaps within a particular in-

variant mass window. Any starting significance can be
improved by a factor of 3.2 using these cuts. The 60%
operating point was chosen to maximize this significance
improvement for this particular background composition,
which highlights the need to characterize background re-
jection for all signal efficiencies.

Measurements of these variables are underway, but it
would be very interesting to see distributions of and cor-
relations between as many of the variables in Figure 3
as possible. To this end, it has recently been observed
that 99% pure samples of quark jets can be obtained in
γ+2jet events, and 95% pure samples of gluon jets can be
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(arXiv:1106.3076)
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Infrared Safety



• Tree: 

• Real: divergences from phase-space integration 

• Virtual: divergences from loop integration

Soft and Collinear Divergences

13
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• IR divergences cancel between real and virtual corrections 
for IR safe measurements (Kinoshita, Lee, Nauenberg) 

• IR safe: measure same value as for virtual when     or  

• E.g. quark energy      is not IR safe in            limit 

• IR safety has historically been an issue for jet algorithms

Infrared Safety

14
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• IR divergences are cut off by           in QCD 

• IR unsafe     not (fully) calculable in perturbation theory 

• One example: the energy fraction    of a hadron in  
 
 
 
 
 

• Fragmentation function     is nonperturbative but process 
independent, “absorbing” divergences (Collins, Soper; …)
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Hadronization Effects
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B. Optimum fragmentation functions and their
uncertainties

The obtained fragmentation functions and their un-
certainties are shown for π+ in Figs. 9 and 10. The
gluon, up-quark, and anti-up-quark functions are shown
at Q2=1 GeV2 in Fig. 9. The charm- and bottom-quark
functions are shown at their thresholds. The dashed and
solid curves indicate LO and NLO results, and the dark-
and light-shaded areas indicate their one-σ uncertainty
regions estimated by the Hessian method for the LO and
NLO, respectively. There are differences between the LO
and NLO functions. The gluon function becomes larger
in NLO than the LO one, whereas the quark functions are
smaller in NLO. In the NLO, the favored function Dπ+

u

is the largest, and the disfavored one Dπ+

ū is smaller than

Dπ+

u . The gluon function is in-between, and its moment
(Mg) is roughly given by their average, (Mu + Mū)/2,
which agrees with the assumption in Ref. [5].

Since the experimental data are shown by the sum of
light-quark flavors, the flavor separation as defined by
the favored and disfavored initial functions introduces
uncertainties. For example, Fig. 4 indicates 2% error
coming directly from the experimental data on the light-
quark (u, d, s) fragmentation function at z = 0.2 and
Q = MZ , whereas the flavor-separated u-quark function
in the NLO has 30% error at z = 0.2 in Fig. 10. In order
to find such a flavor-separation effect on the uncertainties
at Q = 1 GeV, the data should be fitted by the function

Dh
qs

= Nh
qs

zαh
qs (1− z)βh

qs where qs = u+ ū+d+ d̄+ s+ s̄.
An error from the assumed functional form is not in-

cluded in estimating the uncertainty bands. We fixed one
of the gluon parameters (βg = 8), so that the uncertainty

could be underestimated in zDπ+

g at large z. However,

it would not affect the figure of zDπ+

g as long as βg ≫ 1
because the distribution itself is small at large z.

The errors are large in both LO and NLO, which means
that the fragmentation functions are not well determined
particularly at small Q2. However, it is important to find
that all the functions for the pion are determined much
better in the NLO analysis than the LO ones because the
uncertainty bands are smaller in Fig. 9. It is especially
noteworthy that the gluon function is determined well
in the NLO. The gluonic contributions affect the cross
section through the NLO coefficient function and NLO
splitting functions. Therefore, the shrinkage of the er-
ror band suggests that such gluonic effects are reflected
in the current inclusive data for the pion. In particu-
lar, the TASSO collaboration provided many data in the
small Q2 region (Q2 << M2

Z), and they are important
for identifying such NLO effects in comparison with other
data at Q2 = M2

Z . The reason why the uncertainties are
large at small z, especially in the up and charm functions,
is since small-z data are not included in the analysis.

The functions for the pion are evolved to Q2 = M2
Z ,

and the results are shown in Fig. 10. The functions be-
come steep ones peaked at z = 0, and the uncertainties
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B. Optimum fragmentation functions and their
uncertainties
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u . The gluon function is in-between, and its moment
(Mg) is roughly given by their average, (Mu + Mū)/2,
which agrees with the assumption in Ref. [5].

Since the experimental data are shown by the sum of
light-quark flavors, the flavor separation as defined by
the favored and disfavored initial functions introduces
uncertainties. For example, Fig. 4 indicates 2% error
coming directly from the experimental data on the light-
quark (u, d, s) fragmentation function at z = 0.2 and
Q = MZ , whereas the flavor-separated u-quark function
in the NLO has 30% error at z = 0.2 in Fig. 10. In order
to find such a flavor-separation effect on the uncertainties
at Q = 1 GeV, the data should be fitted by the function
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An error from the assumed functional form is not in-

cluded in estimating the uncertainty bands. We fixed one
of the gluon parameters (βg = 8), so that the uncertainty

could be underestimated in zDπ+

g at large z. However,

it would not affect the figure of zDπ+

g as long as βg ≫ 1
because the distribution itself is small at large z.

The errors are large in both LO and NLO, which means
that the fragmentation functions are not well determined
particularly at small Q2. However, it is important to find
that all the functions for the pion are determined much
better in the NLO analysis than the LO ones because the
uncertainty bands are smaller in Fig. 9. It is especially
noteworthy that the gluon function is determined well
in the NLO. The gluonic contributions affect the cross
section through the NLO coefficient function and NLO
splitting functions. Therefore, the shrinkage of the er-
ror band suggests that such gluonic effects are reflected
in the current inclusive data for the pion. In particu-
lar, the TASSO collaboration provided many data in the
small Q2 region (Q2 << M2

Z), and they are important
for identifying such NLO effects in comparison with other
data at Q2 = M2

Z . The reason why the uncertainties are
large at small z, especially in the up and charm functions,
is since small-z data are not included in the analysis.

The functions for the pion are evolved to Q2 = M2
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and the results are shown in Fig. 10. The functions be-
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Motivation for IR Unsafe Jet Observables

• Experimentalists use them, e.g. in quark/gluon 
discrimination 

• Questions for theorists: 

• Does this allow for powerful  
new observables? 

• How can we calculate them?

16



Jet Charge

Krohn, Lin, Schwartz, WW (arXiv:1209.2421)  
WW (arXiv:1209.3091)



• If    too small: sensitive to soft hadrons      contamination 

• If    too large: only sensitive to most energetic hadron      
     need more statistics

Defining Jet Charge

Q =
X

i2jet

Qi

⇣piT
pJT

⌘

(Feynman, Field)
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Defining Jet Charge

PYTHIA

Q =
X

h2jet

✓
p

h
T

p

jet
T

◆

Qh
[Feynman, Field (1977)]

I If  too small: measurement sensitive to soft hadrons
contamination from other jets etc.

I If  too large: need more statistics
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Historical Applications

• Test parton model 

• Jet charge at LEP: 
• Forward-backward charge asymmetry (AMY (1990),…) 
•                 mixing (ALEPH (1992), …)B0 $ B0 19
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Historical Applications

First used in parton model tests [Fermilab (1980)]

Long history! 

Jet charge at hadron colliders

David Krohn,� Tongyan Lin,† and Matthew D. Schwartz‡

Department of Physics, Harvard University, Cambridge MA, 02138

Wouter J. Waalewijn§

Department of Physics, University of California at San Diego, La Jolla, CA 92093
(Dated: June 22, 2012)

Knowing the charge of the underlying parton initiating a light-quark jet in hadronic collisions could
be extremely useful both for testing aspects of the standard model and for characterizing possible
beyond-the-standard-model signals. We show that despite the complications of hadronization and
out-of-jet radiation, a weighted sum of the charges of the jet constituents can distinguish di�erently
charged jets to good accuracy. Potential applications include distinguishing leptophobic Z-prime
from W -prime resonances as well as standard model tests, such as jet charge in dijet events or
jet charge in hadronically-decaying W bosons in top-antitop events. We develop a systematically
improvable method to calculate moments of these charge distributions by coming multi-hadron
fragmentation functions with perturbative jet functions and perturbative evolution equations. We
show that the dependence on energy and jet size for the average and width of the jet charge can be
calculated despite the large experimental uncertainty on fragmentation functions. Conversely, jet
charge provides a way to measure moments of fragmentation functions more precisely.

The Large Hadron Collider (LHC), currently running
at CERN, provides an opportunity to explore properties
of the standard model in unprecedented detail, and to
search for new physics in previously unfathomable ways.
The extremely precise detectors at the atlas and cms
experiments can practically measure the energy and mo-
menta of every reasonably hard particle coming out of
each collision. In particular, they have excellent abil-
ity to see charged particles. One application of the
charged particle spectrum is in b-tagging: distinguish-
ing jets which originated from hard b-partons is critical
to many standard model and beyond the standard model
searches. In recent years, many additional ways to ex-
ploit the LHC detectors precision have been envisioned
and implemented, boosted jet tagging [1–3], new jet sub-
structure observables, jet grooming [4, 5], color-flow mea-
surements [6, 7], quark/gluon jet discrimination [8], etc.
(see [9] for a recent review). In this paper, we consider
the feasibility of measuring the charge of a jet.

The idea correlating some jet-based observable to the
charge of an underlying hard parton has a long his-
tory. In an e�ort to determine to what extent jets from
hadron collisions were similar to jets from leptonic col-
lisions, Field and Feynman [10] argued in 1977 that ag-
gregate jet properties such as jet charge could be mea-
sured and compared. Such properties were soon after
measured at Fermilab [11] and CERN [12] in charged-
current deep-inelastic scattering experiments, with clear
up- and down-quark jet discrimination, confirming as-
pects of the parton model. Another important historical
application was the light-quark forward backward asym-
metry in e+e� collisions, a precision electroweak observ-
able [13]. Despite its historical importance, there seem to
have been no attempts so far to see whether the charge
of light-quark jets can be measured at the LHC.

Most of the experimental studies of jet charge have
measured variants on the energy-weighted jet charge. We
define this observable for a jet of flavor i as

Qi
� =

1

Ejet

X

j�jet

Qj(Ej)
� (1)

where the sum is over particles in the jet, Qj is the in-
teger charge of the color-neutral object observed, and
� is a free parameter. One can use transverse momen-
tum instead of energy with similar results. In the aleph
study [13], the projection of momentum on the thrust
axis was used and � = 1.0 was found optimal for measur-
ing the forward-backward asymmetry. In some of the DIS
experiments [11] � = 0.2 and 0.5 were used, as suggested
in [10].

In hadron-hadron collisions at high energy, such as at
the LHC, the particle multiplicities in the final state are
significantly larger than at low energy and at e+e- or
lepton-hadron colliders. Thus one naturally expects that
measuring the charge of a light quark jet at the LHC
should be extremely di�cult, with the primordial quark
charge quickly getting washed out. In fact, it does seem
impossible on a jet-by-jet basis to tell whether jets origi-
nated from up or down quarks. However, as we will show,
the quark charge can in fact be extracted on a statisti-
cal basis. Moreover, the scale and jet-size dependence
of moments of the the jet charge can be calculated in
perturbative QCD.

Being able to measure jet charge would be tremen-
dously useful. First of all, it opens the door to a whole
new class of tests of the standard model test. For exam-
ple, the relative rates of uū or uu jets in a dijet sample
could be compared to QCD or the charge of hadronically
decaying W bosons from top quarks could be directly
measured. Secondly, jet charge would provide a unique

Measured the energy-weighted jet charge: 

•  Suggested by Feynman and Field (1977) 
•  Early calculations in parton model (no QCD!) 
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Fig. II. Weighted charge Q~ = ]~,(zi)rei for the neutrino charged current induced hadrons traveling 
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Feynman  predictions for the 10 G e V / c  u-quark jets and the dashed lines the corresponding predictions 
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events. To compare with the predictions which are calculated for 10 GeV quark jets, 
we select c.m. energies above 6 GeV. Corresponding predictions by Field and 
Feynman are shown for the d- and u-quark jets with the two values of r, r = 0.2 and 
r = 0.5 [6]. It is important to recognize that even though the Field and Feynman 
approach involves a parametrization of (other) leptoproduction data it gives predic- 
tions for the weighted charge which differ according to the flavour of the fragment- 
ing quark. The average weighted charge values are given in table 1 with the 
predictions. Experimental results for the weighted charge for antineutrino (neutrino) 
charged current events are consistent with the predictions for the d-quark (u-quark) 
jets but not with the predictions for the u-quark (d-quark) jets. 

We have considered possible effects caused by the use of a nuclear target in this 
experiment. Nuclear break-up products generally increase the visible net charge of 
the observed final state hadrons. Our selection criteria for the current fragments 
usually removes the slow secondary particles arising from the nuclear break-up, but 
it is expected that a small contamination from the nuclear fragments remains in our 
sample of events. To study these effects, we have selected a sample of events in 
which the net visible charge of the final state hadrons, Qv, corresponds to the initial 
state charge within one unit, i.e., we select - 2  < Qv < 1. Effects of this selection on 
the measured jet net charge and on the measured weighted charge are summarized in 
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experiments. From the K +/~r + ratio in high energy proton-proton experiments [23] 
extrapolated to the Feynman x of one (to avoid resonance contributions), we 
estimate Ps/P ~0 .50 .  Another estimate of Ps/P can be obtained from the cross 
section ratios (J/q~ ~ K + K*)/(Jfl~b ~ p~') corrected for phase-space factors [241. 
The result pJp = 0.49 __ 0.11 implies p = 6.40 __+ 0.02. An electroproduction experi- 
ment obtains for the ratio (K ° + K.°)/(~r + + ~ r - )  a value of 0.13 _+ 0.03 which the 
authors  interpret  as the ratio Ps/P (ref. [25]); this value would mean  considerably  
s t ronger  SU(3) symmet ry  violation in the quark  jets. A jet  net charge measurement  
in the same experiment ,  on the other  hand,  gives p~/p = 0.36 (ref. [261), which is 
again consistent with our  measurements .  

Field and F e y n m a n  have proposed  an alternative way of distinguishing quark jets 
of  different f lavour [6]. There, one weights each particle with a z-dependent  weight 
such that  particles closer to the overlap region get a small weight and particles with 
large fractional energy z (further f rom the overlap region) get a large weight; i.e., the 
weighted charge is defined as Q ~  = Y~(zi)re~, where r is a small n u m b e r  and e~ is the 
integer charge of the i th hadron  in the final state. Result ing distr ibutions f rom our 
exper iment  are shown in fig. 10 (fig. 11) for ant ineutr ino (neutrino) charged current  
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Knowing the charge of the underlying parton initiating a light-quark jet in hadronic collisions could
be extremely useful both for testing aspects of the standard model and for characterizing possible
beyond-the-standard-model signals. We show that despite the complications of hadronization and
out-of-jet radiation, a weighted sum of the charges of the jet constituents can distinguish di�erently
charged jets to good accuracy. Potential applications include distinguishing leptophobic Z-prime
from W -prime resonances as well as standard model tests, such as jet charge in dijet events or
jet charge in hadronically-decaying W bosons in top-antitop events. We develop a systematically
improvable method to calculate moments of these charge distributions by coming multi-hadron
fragmentation functions with perturbative jet functions and perturbative evolution equations. We
show that the dependence on energy and jet size for the average and width of the jet charge can be
calculated despite the large experimental uncertainty on fragmentation functions. Conversely, jet
charge provides a way to measure moments of fragmentation functions more precisely.

The Large Hadron Collider (LHC), currently running
at CERN, provides an opportunity to explore properties
of the standard model in unprecedented detail, and to
search for new physics in previously unfathomable ways.
The extremely precise detectors at the atlas and cms
experiments can practically measure the energy and mo-
menta of every reasonably hard particle coming out of
each collision. In particular, they have excellent abil-
ity to see charged particles. One application of the
charged particle spectrum is in b-tagging: distinguish-
ing jets which originated from hard b-partons is critical
to many standard model and beyond the standard model
searches. In recent years, many additional ways to ex-
ploit the LHC detectors precision have been envisioned
and implemented, boosted jet tagging [1–3], new jet sub-
structure observables, jet grooming [4, 5], color-flow mea-
surements [6, 7], quark/gluon jet discrimination [8], etc.
(see [9] for a recent review). In this paper, we consider
the feasibility of measuring the charge of a jet.

The idea correlating some jet-based observable to the
charge of an underlying hard parton has a long his-
tory. In an e�ort to determine to what extent jets from
hadron collisions were similar to jets from leptonic col-
lisions, Field and Feynman [10] argued in 1977 that ag-
gregate jet properties such as jet charge could be mea-
sured and compared. Such properties were soon after
measured at Fermilab [11] and CERN [12] in charged-
current deep-inelastic scattering experiments, with clear
up- and down-quark jet discrimination, confirming as-
pects of the parton model. Another important historical
application was the light-quark forward backward asym-
metry in e+e� collisions, a precision electroweak observ-
able [13]. Despite its historical importance, there seem to
have been no attempts so far to see whether the charge
of light-quark jets can be measured at the LHC.

Most of the experimental studies of jet charge have
measured variants on the energy-weighted jet charge. We
define this observable for a jet of flavor i as
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where the sum is over particles in the jet, Qj is the in-
teger charge of the color-neutral object observed, and
� is a free parameter. One can use transverse momen-
tum instead of energy with similar results. In the aleph
study [13], the projection of momentum on the thrust
axis was used and � = 1.0 was found optimal for measur-
ing the forward-backward asymmetry. In some of the DIS
experiments [11] � = 0.2 and 0.5 were used, as suggested
in [10].

In hadron-hadron collisions at high energy, such as at
the LHC, the particle multiplicities in the final state are
significantly larger than at low energy and at e+e- or
lepton-hadron colliders. Thus one naturally expects that
measuring the charge of a light quark jet at the LHC
should be extremely di�cult, with the primordial quark
charge quickly getting washed out. In fact, it does seem
impossible on a jet-by-jet basis to tell whether jets origi-
nated from up or down quarks. However, as we will show,
the quark charge can in fact be extracted on a statisti-
cal basis. Moreover, the scale and jet-size dependence
of moments of the the jet charge can be calculated in
perturbative QCD.

Being able to measure jet charge would be tremen-
dously useful. First of all, it opens the door to a whole
new class of tests of the standard model test. For exam-
ple, the relative rates of uū or uu jets in a dijet sample
could be compared to QCD or the charge of hadronically
decaying W bosons from top quarks could be directly
measured. Secondly, jet charge would provide a unique
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events. To compare with the predictions which are calculated for 10 GeV quark jets, 
we select c.m. energies above 6 GeV. Corresponding predictions by Field and 
Feynman are shown for the d- and u-quark jets with the two values of r, r = 0.2 and 
r = 0.5 [6]. It is important to recognize that even though the Field and Feynman 
approach involves a parametrization of (other) leptoproduction data it gives predic- 
tions for the weighted charge which differ according to the flavour of the fragment- 
ing quark. The average weighted charge values are given in table 1 with the 
predictions. Experimental results for the weighted charge for antineutrino (neutrino) 
charged current events are consistent with the predictions for the d-quark (u-quark) 
jets but not with the predictions for the u-quark (d-quark) jets. 

We have considered possible effects caused by the use of a nuclear target in this 
experiment. Nuclear break-up products generally increase the visible net charge of 
the observed final state hadrons. Our selection criteria for the current fragments 
usually removes the slow secondary particles arising from the nuclear break-up, but 
it is expected that a small contamination from the nuclear fragments remains in our 
sample of events. To study these effects, we have selected a sample of events in 
which the net visible charge of the final state hadrons, Qv, corresponds to the initial 
state charge within one unit, i.e., we select - 2  < Qv < 1. Effects of this selection on 
the measured jet net charge and on the measured weighted charge are summarized in 
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experiments. From the K +/~r + ratio in high energy proton-proton experiments [23] 
extrapolated to the Feynman x of one (to avoid resonance contributions), we 
estimate Ps/P ~0 .50 .  Another estimate of Ps/P can be obtained from the cross 
section ratios (J/q~ ~ K + K*)/(Jfl~b ~ p~') corrected for phase-space factors [241. 
The result pJp = 0.49 __ 0.11 implies p = 6.40 __+ 0.02. An electroproduction experi- 
ment obtains for the ratio (K ° + K.°)/(~r + + ~ r - )  a value of 0.13 _+ 0.03 which the 
authors  interpret  as the ratio Ps/P (ref. [25]); this value would mean  considerably  
s t ronger  SU(3) symmet ry  violation in the quark  jets. A jet  net charge measurement  
in the same experiment ,  on the other  hand,  gives p~/p = 0.36 (ref. [261), which is 
again consistent with our  measurements .  

Field and F e y n m a n  have proposed  an alternative way of distinguishing quark jets 
of  different f lavour [6]. There, one weights each particle with a z-dependent  weight 
such that  particles closer to the overlap region get a small weight and particles with 
large fractional energy z (further f rom the overlap region) get a large weight; i.e., the 
weighted charge is defined as Q ~  = Y~(zi)re~, where r is a small n u m b e r  and e~ is the 
integer charge of the i th hadron  in the final state. Result ing distr ibutions f rom our 
exper iment  are shown in fig. 10 (fig. 11) for ant ineutr ino (neutrino) charged current  
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Fig. 10. Weighted charge Q~; = Yi(z,)re, for the antineutrino charged current induced hadrons traveling 
forward in the hadronic'c.m.s. (a) for r=  0.2, and (b) for r = 0.5. The solid curves represent the Field and 
Feynman predictions for the hadrons arising from the fragmentation of a u-quark with 10 GeV/c incident 

momentum and the dashed lines the corresponding predictions for the 10 GeV/c d-quark jets. 

neutrino ! up quark jet anti-neutrino ! down quark jet 

Fermilab 
Data 

(1980) 

⌫µp ! µ

�
u ⌫̄µp ! µ

+
d

Jet charge at LEP:
I Forward-backward charge asymmetry: precision electroweak [AMY (1990), . . . ]

I
B

0 $ B

0 mixing [ALEPH (1992), . . . ]

. . .
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Possible LHC application:      vs.

• Leptophobic       or      with 1 TeV mass 

• 2-dim. likelihood discriminant based on both jet charges 

W 0 Z 0

W 0 Z 0

20
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An LHC Application: W 0 vs. Z0

I Hadronically decaying W

0 and Z

0 with 1 TeV masses
I Likelihood discriminant based on two-dimensional jet charge distributions
I With 50 events ⇠ 4� separation
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lnL(W 0)� lnL(Z 0)

Pythia 
50 events

W 0Z 0

Z 0 ! uū

Z 0 ! dd̄

vs.

W 0 ! ud̄

W 0 ! dū

vs.



LHC Challenges

• Trade off between soft contamination and statistics 

• We did not include: backgrounds, detector effects, …

21
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Challenges at LHC

Contamination:
I Initial-state radiation (ISR)
I Multi-parton interactions (MI)
I Pile up
I Soft effects ! issue for small 
I Somewhat alleviated by

jet trimming [Krohn, Thaler, Wang (2010)] 0.0 0.5 1.0 1.5 2.0

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LHC Challenges

• Trade off between soft contamination and statistics 

• We did not include: backgrounds, detector effects, … 

• Various sources of contamination: 

• Initial-State Radiation 

• Multiparton Interactions 

• Pile-up 

• All soft      increase

22

Defining Jet Charge Applications QCD Calculation Comparison with PYTHIA Conclusions

Challenges at LHC

Contamination:
I Initial-state radiation (ISR)
I Multi-parton interactions (MI)
I Pile up
I Soft effects ! issue for small 
I Somewhat alleviated by

jet trimming [Krohn, Thaler, Wang (2010)] 0.0 0.5 1.0 1.5 2.0


1

2

3

4

5

6

S
i
g
n
i
fi
c
a
n
c
e

Wprime vs. Zprime, 50 events

FSR only

FSR+MI+ISR

FSR+MI+ISR+trim

Npileup=10

Npileup=10 +trim

10 / 25



S
ig
n
ifi
ca
n
ce

[�
]

W 0 vs. Z 0

 Pythia 
50 events



Jet Charge Not Infrared Safe

• Consider             in collinear limit 

•                       divergences don’t cancel between real/virtual

23

q ! qg

Introduction Calculation and Results Measurements Tracks Conclusions

Jet Charge Not Infrared Safe

I Example: consider q ! qg in collinear limit

Qq 6= z


Qq

-1.0 -0.5 0.0 0.5 1.00
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Q0.5
d

1ês
ds
êdQ

0.
5

d

d quark, anti-kT , E=100 GeV, R=0.5, k=0.5

hadronic
partonic

I Jet charge only defined for hadrons
I Importance of hadronization observed in PYTHIA
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Jet Charge Not Infrared Safe

• Consider             in collinear limit 

•                       divergences don’t cancel between real/virtual 

• Jet charge only defined for hadrons
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q ! qg
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Jet Charge Not Infrared Safe

I Example: consider q ! qg in collinear limit
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Jet Charge Not Infrared Safe

I Example: consider q ! qg in collinear limit
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I Jet charge only defined for hadrons
I Importance of hadronization observed in PYTHIA
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Average Jet Charge Calculation

• At LO, weight = fragmentation function

25

hQi =
X
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dz
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Qhz
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Jet scale



Average Jet Charge Calculation

• At LO, weight = fragmentation function 

• Calculate           dependence from evolution to 

•                             describes hadronization
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hQi =
X

h

Z
dz
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Interpretation
I At leading order:

k-th moment

hQq
i =

X

h

Qh
e
D

h
q (, µ = ER)

I
ER dependence from moment-space DGLAP evolution:

µ

d

dµ

e
D

h
i (, µ) =

X

j

↵s(µ)

⇡

e
Pji()

e
D

h
j (, µ) ,

I Mixing into gluons will vanish, since D

h+

g � D

h�

g = 0

µ ⇠ ER µ ⇠ ⇤QCD

I Perturbative splittings at beginning of shower
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µ ⇠ ⇤QCDµ ⇠ pJTR

µ ⇠ ⇤QCD
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Jet scale
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Average Jet Charge
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I PYTHIA results for d = squares, u = circles
I Normalizing removes dependence on nonperturbative input (and flavor)
I Uncertainty bands from varying µ by factors of 2
I Good agreement
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RG Evolution vs. Pythia’s Parton Shower

27

hQ

i
[
n
o
r
m
a
l
i
z
e
d
]

hQ

i
[
n
o
r
m
a
l
i
z
e
d
]
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hQ(pJTR)i
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R = 0.5
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• Normalize average jet charge: 
  

    Hadronization (and flavor dependence) drops out 

✓ Good agreement



• Average jet charge at  
 
 

✓ Pythia consistent with fragmentation functions 

• Large uncertainties as we need  
  

Most fragmentation data is          giving

Fragmentation Functions vs. Pythia’s Hadronization

28
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Comparison with Fragmentation Functions

hQq
i =

eJqq(ER,, µ = ER)

X

h

Qh
e
D

h
q (, µ = ER)

Average jet charge for E = 100 GeV and R = 0.5:

u-quark d-quark
 PYTHIA DSS AKK08 PYTHIA DSS AKK08

0.5 0.271 0.237 0.221 -0.162 -0.184 -0.062
1 0.144 0.122 0.134 -0.078 -0.088 -0.046
2 0.055 0.046 0.064 -0.027 -0.030 -0.027

[DSS = de Florian, Sassot, Stratmann (2007), AKK08 = Albino, Kniehl, Kramer (2008)]

I PYTHIA consistent with fragmentation functions
I Large uncertainties because we need D

h+

q � D

h�

q = D

h+

q � D

h+

q̄

Most fragmentation data is e

+
e

� giving D

h+

q + D

h+

q̄
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(DSS = De Florian, Sassot, Stratmann, AKK08 = Albino, Kniehl, Kramer)

Dh+
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q = Dh+

q �Dh+
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e+e� Dh+

q +Dh+

q̄

pJT = 100 GeV, R = 0.5



• Depends on proton structure 
and scattering process 

• Pure QCD measurement of 
valence structure of proton 

• Study of scale violation 
effect is ongoing

Average Dijet Charge at the LHC

29

dijet total charge vs. mass 

8/15/13& Jet&Tagging&/&Arce& 23&

•  sum of leading two jet charges in inclusive dijet 
sample is well modeled by Pythia at lower jet pT 
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Full Jet Charge Distribution
Perturbative splitting Parton shower Hadronization

µ ⇠ ER µ ⇠ ⇤QCD

Charge distribution Di(Q, µ) evolution
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Full Jet Charge Distribution

• Perturbative splitting reduces   -dependence (Jain, Procura, WW) 

• Hadronization depends on full charge distribution 

• Moments related to multi-hadron fragmentation functions
30

Perturbative splitting Shower-like evolution Hadronization

µ ⇠ ⇤QCDµ ⇠ pJTR

µ

Di(Q, µ)



Full Jet Charge Distribution

• RGE:

31
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Full Jet Charge Distribution
Perturbative splitting Parton shower Hadronization

µ ⇠ ER µ ⇠ ⇤QCD

Charge distribution Di(Q, µ) evolution
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Perturbative splitting Shower-like evolution Hadronization
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RG Evolution vs. Pythia’s Parton Shower

✓ Use Pythia as input and evolve      good agreement 

• Can go to higher orders, which involves            splittings 

• Distribution changes more slowly than fragmentation 
functions or parton distribution functions
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Ratio of Two Angularities
Thaler, Larkoski (arXiv:1307.1699) 

Larkoski, Moult, Neill (arXiv:1401.4458) 
Procura, WW, Zeune (arXiv:1410.6483)



• Angularities      probe the radial energy distribution in jet 

•      is IR safe: 

Ratios of Observables are Not IR Safe

e↵ =
X

i2jet

piT
P J
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⇣✓i
R

⌘↵
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↵
i

zi = piT /p
jet
T
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jet axis

piT (Berger, Kucs, Sterman;  
Almeida et al.)
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• Angularities      probe the radial energy distribution in jets 

•      is IR safe: 

• Ratio                  is not IR safe 
(Soyez, Salam, Kim, Dutta, Cacciari)

Ratios of Observables are Not IR Safe
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Page     | Lisa Zeune | Resummation of double-differential cross sections

• Definition of angularities:

• Phase space for the measurement of two 
angularities     and     between: 
 

Boundary B1: 
(from jet radius requirement) 

 

Boundary B2: 
(from energy conservation) 

Measuring two angularities on one jet
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• Resummation of                   is required when  

• IR divergence is Sudakov suppressed (Larkoski, Thaler) 

• No valid expansion in 

Ratios of Observables are Sudakov Safe
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Jesse Thaler — Unsafe but Calculable 15

Calculational Results
Leading-Log Result is Systematically Improvable
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• Degrees of freedom in Soft-Collinear Effective Theory 

• Leads to two factorization theorems (Larkoski, Moult, Neill) 

• Convolution structure follows from measurement:

Two Angularities Beyond Leading Log
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•    ,    and    calculated from their field-theoretic definitions  
(Lee, Hornig, Ovanesyan; Ellis et al.; Larkoski, Moult, Neill) 

• Each depends on one scale      
 
 
     sum logs with RG evolution 

• Factorization theorems correspond  
to phase-space boundaries 

• Conjecture for NLL interpolation  
(Larkoski, Moult, Neill)

Resummation for the Phase-Space Boundaries

(arXiv:1401.4458)
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Figure 1: Summary of the results of the factorization theorem of the double di↵erential

cross section of angularities. The factorization theorems exists near the boundaries of the

allowed phase space where the double di↵erential cross section reduces to the appropriate

single di↵erential cross section plus terms that integrate to 0. The bulk of the phase space is

described by an interpolating function.

the boundaries of phase space, the kT logarithms degenerate to soft or collinear logarithms,

which is why SCET factorization applies there. This situation is very di↵erent than, for ex-

ample, the recoil convolution in the broadening factorization theorem [12, 74]. In that case,

the relevant modes were still only soft and collinear. Any factorization theorem of the double

di↵erential cross section must be super-SCET.

A possible complaint with the interpolation procedure8 is that it is not unique and there-

fore there is no control over the logarithms that appear in the bulk of the phase space in

the double di↵erential cross section. This is an especially valid point because there is no

factorization theorem in the bulk of the phase space and therefore no formal accuracy of

the interpolation conjecture in this region is guaranteed. However, we will show that (un-

der reasonable assumptions on the double di↵erential cross section) to NLL accuracy, the

boundary conditions are su�ciently robust to forbid all logarithms that are not generated by

our procedure for interpolation up to O(↵4

s) in the exponent of the double cumulative cross

section. This is strong evidence that our interpolation procedure of setting scales can capture

all logarithms that exist in the double di↵erential cross section of two angularities to NLL

accuracy over all of the phase space.

The outline of this paper is as follows. In Sec. 2 we discuss the relevant phase space for

the double di↵erential cross section in the two angularities e↵ and e� . This will also neces-

8We thank Jesse Thaler for extensive discussions of this point.
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µH ⇠ pJT , µJ ⇠ pJT e1/�� , µS ⇠ pJT e↵

38



• Power expansion for                             gives  
 

Factorization in Intermediate Regime

39

e↵/�� ⌧ e↵ ⌧ e�
d2�i

de↵ de�
= Hi(p

J
T , µ)Ji(e� , µ)Si(e↵, µ) inconsistent!



• Power expansion for                             gives  
 

• Collinear-soft mode missing (Procura, WW, Zeune) 

• Collinear-soft merges with collinear or soft on boundaries

Factorization in Intermediate Regime

40

e↵/�� ⌧ e↵ ⌧ e�
d2�i

de↵ de�
= Hi(p

J
T , µ)Ji(e� , µ)Si(e↵, µ)

Mode: Scaling (�,+,?) Scale

collinear pJT (1, e
2/�
� , e1/�� ) pJT e

1/�
�

collinear-soft pJT

⇣
e

��
↵��
↵ e

↵
↵��

� , e
2��
↵��
↵ e

↵�2
↵��

� , e
1��
↵��
↵ e

↵�1
↵��

�

⌘
pJT e

1��
↵��
↵ e

↵�1
↵��

�

soft pJT (e↵, e↵, e↵) pJT e↵

d2�i

de↵ de�
= Hi(p

J
T , µ)

Z
de0↵ de0� Ji(e� � e0� , µ)Si(e

0
↵, e

0
� , µ)Si(e↵ � e0↵, µ)

inconsistent!



• Collinear-soft function is matrix element of Wilson lines 

• NLL result in terms of evolution kernels  

• Differs from NLL conjecture away from boundaries at 

• Non-logarithmic corrections at boundaries beyond NLL:

Two Angularities at Next-to-Leading Log Order

“collinear” emissions “soft” emissions
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• Ratio observables: 

• N-subjettiness (Thaler, Van Tilburg) 

• Planar flow (Thaler, Wang; Almeide et al.) 

• Energy correlation functions  
(Banfi, Salam, Zanderighi; Larkoski,  
Salam, Thaler; Larkoski, Moult, Neill) 

• Multivariate analyses (an example in next section) 

• Jet production with hierarchies in jet energies or angles 
(Bauer, Tackmann, Walsh, Zuberi; Pietrulewicz, Tackmann, WW; …) 

• …

Many Possible Applications
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Figure 5: Distributions of (a) τ1, (b) τ2 and (c) τ3 for boosted top and QCD jets. For these plots,
we impose an invariant mass window of 145 GeV < mjet < 205 GeV on jets with R = 0.8, pT > 300
GeV and |η| < 1.3.
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Figure 6: Distributions of (a) τ2/τ1 and (b) τ3/τ2 for boosted top and QCD jets. The selection
criteria are the same as in Fig. 5. We see that τ3/τ2 is a good discriminating variable between
top jets and QCD jets. In this paper, we do not explore τ2/τ1 for top jets, though it does contain
additional information.
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Figure 7: Density plots in the (a) τ1–τ2 plane and (b) τ2–τ3 plane for boosted top and QCD jets.
The selection criteria are the same as in Fig. 5. These plots suggest further improvement in boosted
top identification is possible with a multivariate method.
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Generalized Angularities

Larkoski, Thaler, WW (arXiv:1408.3122)



Generalized Angularities

44

•            IR safe, angularities 
•            very IR unsafe, similar to jet charge 
• blue: a bit IR unsafe, one nonpert. parameter at NLL

0 1 2

�
�



�0

1

2 pDT

e�
width

multiplicity

Figure 7: The regions of the space of observables �� that we calculate are shown in orange

(� = 0 and  & 0.5, Sec. 6.1) and blue (� & 0.5 and �/(1�)2 & 6, Sec. 6.2). As explained

in Sec. 6.2, the funny shape of the blue region is due to a combination of perturbative and

nonperturbative constraints.

jet. This object is similar to the charge distribution [38] and the track function [39, 40] which

describe other aspects of the fragmentation of quarks and gluons into hadrons.

The quark weighted-energy function has the following operator definition

F q
(x, µ) =

1

2Nc

X

H

�
⇣
x�

X

h2H
(zh)


⌘

⇥ tr
h
(�0 + �3)

⌦
0
��⇥(2⇡)3�(k� + p̂0 + p̂3)�2(p̂?) 

⇤��H
↵⌦
H
�� 

��0
↵i

. (6.1)

Here  is the quark field, with momentum fixed by the � functions involving the momentum

operator p̂, H denotes a hadronic final state, and zh = (p0h+p3h)/k
� is the momentum fraction

carried by the hadron h 2 H. (The only dependence on k� is through z.) There is a similar

definition for the gluon weighted-energy function, and we have suppressed eikonal Wilson

lines needed for gauge invariance. These functions are normalized such that
Z 1

0

dxF i
(x, µ) = 1. (6.2)

As a point of reference, if the hadrons were weighted by their charge, then F i
(x) would be

the jet charge function Di(x,, µ) [38]. Alternatively, for  = 1 and restricted to charged

particles, this would be the track function Ti(x, µ) [39, 40].

At LO, the cross section di↵erential in �
0

for a parton of flavor i is simply

1

�i

d�i
d�

0

=

Z
dxF i

(x, µ) �(�

0

� x), (6.3)
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I(A;B) =

Z
da db p(a, b) log2

p(a, b)

p(a)p(b)

Mutual Information

45

• Can directly be calculated from double diff. cross section  

• Quark/gluon discrimination is one bit of (truth) information

A
BI(A;B) 

(a)

TA
I(T;A) 

(b)

Figure 2: Left: The mutual information I(A;B) between observables A and B is visualized

as the area of the shaded overlap region in information space. Right: As a special case, we

can consider the mutual information I(T ;A) between observable A and the truth T (i.e. the

truth overlap).

Strictly speaking, the entropy (unlike the mutual information) is not well-defined for contin-

uous observables, though it can be made sensible by binning the distributions. For discrete-

valued observables, we have

H(A) = �
X

a2A
p(a) log

2

p(a), H(A,B) = �
X

a2A

X

b2B
p(a, b) log

2

p(a, b), (2.3)

such thatH “counts” the number of bits of information carried by the corresponding variables.

Because the entropies satisfy the inequalities

0  H(A)  H(A,B)  H(A) +H(B), (2.4)

mutual information falls in the range

0  I(A;B)  min{H(A), H(B)}. (2.5)

As shown in Fig. 2a, I(A;B) can be interpreted as the “area” of the intersection A \ B

in information space, and it useful for quantifying the degree of correlation between two

variables, with low values corresponding less correlated variables.

2.2 Single Variable Discrimination

For a single variable a, we can quantify how well it performs as a signal/background discrim-

inant by calculating how much mutual information it shares with the truth T . Consider an

event sample with signal fraction f and background fraction (1� f), and let t = 0 for signal

events and t = 1 for background events. Because t is a discrete variable, it has a well-defined

Shannon entropy

H(T ) = �f log
2

f � (1� f) log
2

(1� f), (2.6)

– 5 –
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Jesse Thaler — (Mutual) Information about Quarks vs. Gluons 19

Truth Overlap for One Angularity
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• (N)LL valid in 
grey bounds  

• LL is constant 
(Casimir scaling) 

• Significant 
differences 

• Interesting 
region outside 
our bounds
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Calculation uses arXiv:1306.6630 (Chang, Procura, Thaler, WW)
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Truth Overlap for One Angularity
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• LL not constant 
• Similar behavior, 

different size: 
 

LL ~ Herwig 
NLL ~ Pythia

Quark/Gluon Discrimination with

47Calculation uses arXiv:1401.4458 (Larkoski, Moult, Neill)
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Figure 6: The quark/gluon truth overlap for pairs of IRC safe angularities (e↵, e�). Top: the

LL and NLL analytic calculations. Bottom: the Pythia 8 and Herwig++ parton showers.

The single observable LL baseline (I(T ; e�) ' 0.1) is indicated by light yellow. Note that the

LL and NLL results are only trustable for � & 0.5. Also, near the ↵ = � diagonal, the NLL

results su↵er from numerical issues due to the small phase space allowed by Eq. (5.4).
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Figure 6: The quark/gluon truth overlap for pairs of IRC safe angularities (e↵, e�). Top: the

LL and NLL analytic calculations. Bottom: the Pythia 8 and Herwig++ parton showers.

The single observable LL baseline (I(T ; e�) ' 0.1) is indicated by light yellow. Note that the

LL and NLL results are only trustable for � & 0.5. Also, near the ↵ = � diagonal, the NLL

results su↵er from numerical issues due to the small phase space allowed by Eq. (5.4).
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• (N)LL valid in 
grey bounds 

• LL not constant 
• Significant 

differences 
• But similar 

correlations 

Quark/Gluon Discrimination with

48
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Out-of-jet Hadron Multiplicity

Ritzmann, WW (in progress)



• Extensively studied in         :  
(Malaza, Webber; Lupia, Ochs; Eden, Gustafson;  
Capella et al.; Bolzoni, Kniehl, Kotikov) 

• Frag. function evolution 

• Small    resummation

Hadron Multiplicity
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Figure 5: The average gluon (upper curves) and quark (lower curves) jet multiplicities evaluated from
Eq. (57), respectively, in the LO+NNLL (dashed/gray lines) and N3LOapprox+NLO+NNLL (solid/orange
lines) approximations using the corresponding fit results for ⟨nh(Q2

0)⟩g and ⟨nh(Q2
0)⟩q from Table 1 are

compared with the experimental data included in the fits. The experimental and theoretical uncertainties
in the N3LOapprox+NLO+NNLL results are indicated by the shaded/orange bands and the bands enclosed
between the dot-dashed curves, respectively.
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• Extensively studied in         :  
(Malaza, Webber; Lupia, Ochs; Eden, Gustafson;  
Capella et al.; Bolzoni, Kniehl, Kotikov) 

• Frag. function evolution 

• Small    resummation 

• Underlying event studies measure 
hadrons away from jets 

• Not well modelled 

• Ambiguity between primary  
vs. secondary collisions

Hadron Multiplicity
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Figure 5: The average gluon (upper curves) and quark (lower curves) jet multiplicities evaluated from
Eq. (57), respectively, in the LO+NNLL (dashed/gray lines) and N3LOapprox+NLO+NNLL (solid/orange
lines) approximations using the corresponding fit results for ⟨nh(Q2

0)⟩g and ⟨nh(Q2
0)⟩q from Table 1 are

compared with the experimental data included in the fits. The experimental and theoretical uncertainties
in the N3LOapprox+NLO+NNLL results are indicated by the shaded/orange bands and the bands enclosed
between the dot-dashed curves, respectively.
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Fig. 3 Profiles of charged-particle Â pT (top row) and charged multiplicity (bottom row) densities against the leading-jet pT, for the inclusive jet
(left column) and exclusive dijet (right column) event selection. The jets are required to have pT of at least 20 GeV, and be within |y|< 2.8, whereas
the charged particles have at least a pT of 0.5 GeV and |h |< 2.5. The total transverse-region activity is compared with several MC models, with the
data error bars indicating the statistical uncertainty and the shaded area showing the combined statistical and systematic uncertainty.

verse region activity increases with plead
T according to both

the mean Â pT and Nch density measures. The exclusive dijet
topology shown in the right column, where multi-jet events
are explicitly excluded, provides an alternative view of the
same observables. The exclusive dijet plead

T profiles are seen
to decrease as plead

T increases, although the dependence is
much weaker than the opposite behaviour seen in the inclu-
sive jet events. This behaviour is somewhat surprising and is
not understood in detail, however we note that in addition to
excluding events with extra jets from the hard process, the
exclusive dijet requirement also excludes events with extra
jets produced by MPI. This unavoidable consequence of the
dijet cut may be responsible for the downward trend which
is also seen in some MC predictions, particularly those from
PYTHIA 6. The data are hence broadly consistent with mod-
elling of the UE as independent of the hard process scale

at the leading-jet pT scales considered here. However the
details of the data behaviour, in particular the decreasing
transverse region activities with plead

T in the exclusive dijet
event selection are not fully understood.

The division of the transverse regions into per-event trans-
max and trans-min sides, and the corresponding per-event
differences between them, the “trans-diff” observables, are
shown in Fig. 4. In the inclusive jet events, the trans-max
activity (for both Â pT and Nch) grows with plead

T , similarly
to the full transverse-region trend, but its trans-min com-
plement is almost constant over the whole range of plead

T .
This observation is compatible with the interpretation of the
trans-min region as being less affected by the hard part of the
underlying event.

In the max/min characterisation of exclusive dijet events,
the distinction between the behaviours of the min and max
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• Hadrons produced by soft radiation when                , 

• By boost and rotational invariance      only depends on  
                                 ,   encoding hadron mass effects

Out-of-jet Hadron Multiplicity in 
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• Calculating                       at NLO suggests  

• RG evolution  
 
(From similar calculation for transverse velocity operator by Mateu, Stewart, Thaler)

Some Preliminary Results
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• Calculating                       at NLO suggests  

• RG evolution  
 
(From similar calculation for transverse velocity operator by Mateu, Stewart, Thaler) 

• Find 
depending on Monte Carlo 

• Fits 

• Strong running since:

Some Preliminary Results
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Summary

• Jet substructure provides a new set of tools at the LHC 
• IR unsafe observables have interesting applications

Sudakov safe: 
Calculable in resummed 

perturbation theory

Collinear unsafe: 
Unknown distribution 

Known evolution

Soft unsafe: 
Unknown distribution 

“Known” evolution 
Depends on all jets

N-subjettiness ratio

Planar flow

G e n e r a l i z e d  a n g u l a r i t i e s

Jet charge

Track-based IR-safe observables

Hadron multiplicity

Out-of-jet hadron multiplicity


